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Abstract:  Statistical literacy is becoming a graduation
requirement for many reasons.  Yet most introductory
courses focus just on descriptive statistics and statisti-
cal inference.  In so doing, the importance of probabil-
ity and chance (statistical inference) is over-
emphasized while the role of bias and the importance
of interpreting tables and charts is under-emphasized.
To be statistically literate, students must also under-
stand probability as measuring strength of belief (Baye-
sian) and the use of observational studies to strengthen
belief in causality (evidential statistics).  Evidential
statistics studies the use of statistics as evidence in
supporting the truth of claims involving causal expla-
nations and predictions.  Studying evidential statistics
is helpful in understanding statistical arguments in
business, medicine, insurance, public affairs, law and
epidemiology.  Evidential statistics deals with the am-
biguities of language and subtle distinctions involving
conditional logic and the role of chance.  Functionally,
the relation between traditional statistics and evidential
statistics is like that between micro and macroeco-
nomics or between formal logic and practical reasoning
(critical thinking). Students need an introduction to
both traditional and evidential statistics.  Sources of
evidential statistics are reviewed along with arguments
for and against teaching this new subject.
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1. Reasons for Statistical Literacy

Statistical literacy is becoming a graduation require-
ment for college students.  Statistical literacy is being
required for several reasons:

Statistics are commonly used in arguments about social
policy.  Issues such as poverty, welfare, distribution of
wealth, crime and drugs are all presented using statis-
tics. Students who are statistically literate should be
better able to read and interpret the statistics used in
broad social arguments such as The Bell Curve
(Herrnstein and Murray) or The Ultimate Resource
(Simon).

Students have difficulty evaluating arguments involv-
ing statistics.  Statistics are often viewed as numbers
just like arithmetic where mathematical operations are
always true: 2 + 2 = 4.  So if cars with car phones have
more accidents than cars without, students conclude
that if one installs a car phone one can expect an in-
creased risk of having an accident.

Students have difficulty giving alternate explanations
for observed statistical associations.  If direct causa-
tion is a plausible explanation for an observed associa-
tion, students often mistakenly conclude that this cor-
relation is a sign of direct causation.  Suppose that cars
with mobile phones have a higher rate of accidents
than cars without.  Students have difficulty imagining
a confounding factor such as age: younger drivers are
more likely to have mobile phones and younger drivers
are more likely to have accidents.

Students have difficulty evaluating the strength of an
argument involving statistics as premises.  In reading
The Bell Curve, graduate students typically focused on
the reliability of the data rather than on the amount of
support provided by the summaries of the data (as-
suming those summaries were true).  Students often
presumed that if the summary is true, then the causal
inference being supported must be true.

2. Contemporary Statistics

Today, most introductory courses involve two parts:
descriptive statistics and inferential statistics.

Descriptive statistics deals with summarizing and
modeling data–with reducing variability physically
(better studies) or conceptually (better models).

Inferential statistics studies chance in order to answer,
“How likely is an outcome if due entirely to chance?”
If this association is unlikely if due to chance, then we
say, “This observation is ‘statistically significant’.”

As for the relation between association and causation,
the common assertion is a simple negative statement,
“association is not causation.”  Most texts and teachers
have a number of examples to illustrate this point.

This contemporary approach to introductory applied
statistics is inadequate to provide students with on-
going statistical literacy.  Emphasizing data is neces-
sary–but not sufficient–to teach statistical literacy.



3. Problems in Descriptive Statistics

In teaching statistical literacy, descriptive statistics
does not give adequate attention to the understanding
and communication of basic ideas.

Many students have problems describing percents.
They mistakenly presume if “20% of females are run-
ners”, then “20% of runners are females” or “The per-
centage of females among runners is 20%.”  Some
mistakenly presume, “the percentage of runners who
smoke is twice as great among males as females” is
different than “the percentage of smokers is twice as
great among male runners as female runners.”

Many students have difficulty describing simple nu-
meric comparisons.  They mistakenly presume that “20
is two times bigger than 10” or “if A is 200% bigger
than B”, then A is twice as big as A.”  They mistakenly
presume that if interest rates go from 5% to 10%, they
have increased by 5%.

Although students may be warned about bias and un-
representative samples, there is little attention given to
the power of confounding factors to change the mag-
nitude (and even the direction) of an observed asso-
ciation between two variables.  Simpson’s Paradox is
either omitted or else relegated to an optional section
or to a problem.  Multivariate modeling is considered
too advanced, so students never see Simpson’s Paradox
when working with continuous data.

Although medical tests are an important part of mod-
ern life, students are not typically taught about the
difference between the quality of a test (on subjects
whose disease status is known) and the predictive
value of a test (on subjects whose disease status is un-
known).  As a result, students often commit the Prose-
cutor’s Fallacy (the Base Rate fallacy): concluding that
a positive result from a high-quality test is good evi-
dence that the subject is guilty.  As a result students
cannot properly evaluate the outcomes of tests involv-
ing very rare events.

Students are not introduced to the issue of construct
validity.  Outside psychology, students are seldom in-
troduced to the use of a construct to measure unobserv-
able properties of subjects.  IQ is determined by the
result of an IQ test; dishonesty is determined by a lie
detector test, aptitude is determined by an aptitude test,
etc.  The validity of these constructs is never raised.
Yet evaluating the validity of statistical constructs is
central to many of today’s debates on social policy.
The ‘poverty level’ and the ‘income-gap’ are con-
structs.  Statistical constructs must be evaluated.

Students are not exposed to statistical techniques
commonly used in making social claims.  In The Bell
Curve, logistic regression is the primary statistical tool.
In discussing whether IQ is one thing or several things,
factor analysis is the primary statistical tool.  Yet lo-
gistic regression and factor analysis are seldomly de-
scribed in an introductory course.

4. Problems in Inferential Statistics

In teaching statistical literacy, inferential statistics
overexposes students to the role of chance at the ex-
pense of other topics.

Random samples are presented as being statistically
representative.  As a result, students fail to question
whether a particular random sample is representative.
Students fail to consider the benefit of stratified ran-
dom sampling over simple random sampling.

In making statistical inferences, the presence of ran-
dom sampling is presented as being more important
than the kind of study involved.  The determination of
statistical significance depends on the presence of a
random sample; statistical significance is not influ-
enced by whether the random sample was obtained in
an experiment or an observational study.

By spending most of the course on probability and
inferential statistics, students are lead to believe that
chance is more important than bias.  Yet “… the most
serious threat to the progress of science...comes from
bias, not random variation.” [Bailar, John.  AMSTAT
NEWS, Nov., 1997, p. 5]

By overemphasizing statistical inference, students con-
clude that being statistically significant is sufficient
reason for treating an observed association as being
one of direct causation.  Operationally, statistical sig-
nificance is treated as if it justified direct causation.  If
the power of a new drug is statistically significant in a
controlled experiment, then the drug is treated as being
effective.  So if a relationship in an observational study
is statistically significant, students mistakenly conclude
that this relationship is also one of direct causation.
Why else would we spend so much time developing
this concept if it did not have this kind of value?

Most introductory texts and courses cover only half the
topics needed for statistical literacy.  In addition to
descriptive statistics and inferential statistics, statisti-
cal literacy should include Bayesian statistics and–
most of all–evidential statistics.



5. Need for Bayesian Statistics

To be statistically literate when dealing with chance,
students need to evaluate the strength of the evidence
supporting the explanation of an observed relationship
as due to determinate causes as opposed to indetermi-
nate causes (chance).  Bayesian statistics studies this
by treating strength of belief in the truth of a claim as
if it were a probability.

In hypothesis testing, Bayesian statistics can be viewed
as answering, “How strong is our evidence for saying
this outcome is due to chance, given the information
we have available?”  Suppose we have a statistically
significant association with a p-value of 2%.  Given
our prior belief about the truth of the alternate, what
strength of belief is now justified by this new finding?
[See Schield, 1996].  Many students believe that if an
observed outcome is highly unlikely if due to chance,
that means the observed outcome is highly unlikely to
be due to chance.

In confidence intervals, Bayesian statistics can be
viewed as answering the question, “How confident
could we be in deciding that the unknown population
parameter (a fact) is located in this particular confi-
dence interval?”  Is betting on a 95% confidence inter-
val the same as betting on drawing a red ball from an
urn containing 19 red balls and one green ball?  [See
Schield, 1997].  In the US, students are seldomly ex-
posed to Bayesian thinking.  Yet assessing the strength
of an argument is central to critical thinking.

From a classical perspective, these are mistakes:
• the closer a quantile-normal plot of data is to a

straight line, the more one is justified in concluding
the sample came from a normal distribution.

• the greater the confidence level in a confidence
interval, the more one is justified in treating the
population parameter as being in that interval.

• the smaller the p-value in a classical hypothesis
test, the more one is justified in rejecting the truth
of the null hypothesis.

• the p-value is equal to the strength of belief that the
null hypothesis is true and the alternate is false.  1-
p is the strength of belief that the alternate hypothe-
sis is true and the null is false.

• The greater the relation between two variables the
less one is justified in saying it is due to chance.

A Bayesian approach is required to answer the ques-
tion, “Given our context of knowledge, how likely is it
(how strong is the evidence) that this relationship is
due to chance?”  This is a more difficult question than

the inferential question, “How likely is this relationship
(or ones even more unlikely) if due to chance?”

6. Need for Evidential Statistics

To be statistically literate, all students need to evalu-
ate the strength of the evidence supporting direct cau-
sality between the variables in an observed associa-
tion.  Evidential statistics studies the use of statistics
as evidence in supporting the truth of non-statistical
claims involving causality.

Students often mistakenly conclude that a particular
statistical association justifies direct causation.
• Suppose a model of house prices and bathrooms

shows an increase of $20,000 for each additional
bathroom.  Students mistakenly presume if one adds
an extra bathroom to a group of random houses, one
can expect an increase of $20,000 per house on av-
erage.

• Suppose the risk of danger is twice as high in group
HIGH as in group LOW.  Students mistakenly pre-
sume that if random subjects move from HIGH to
LOW, they will cut their risk in half.

• Suppose weight and smoking are positively associ-
ated.  Students mistakenly presume this means if
non-smokers gain weight, they have a higher likeli-
hood (chance) of starting smoking.

7. Evidential Statistics and Epistemology

Evidential statistics is a distinct science of method.
The sciences of method is a branch of epistemology
which studies how we should think in order to avoid
error and achieve contextual certainty (Rand, 1965).

Figure 1.  A classification of sciences of method
Kind of argument

Subject Deductive-only Inductive & Deductive
Verbal Aristotelian Logic

Sentential logic
Critical thinking

Philosophy of science
Numeric Math, Probability,

Math stats
Evidential statistics

Induction includes causal explanations, generalizations
and causal predictions.  See Kelley (1994).

“The goal of applied statistics is to help students to
form, and think critically about, arguments involving
statistics.  This construction places statistics further
from mathematics and nearer the philosophy of sci-
ence, critical thinking, practical reasoning and applied
epistemology.”  (Iversen, 1992)



Evidential statistics focuses on the use of practical
reasoning (induction) to judge arguments about direct
causation.  Yet most introductory courses focus en-
tirely on formal reasoning (deduction).  So students are
ill prepared to evaluate how strongly a statistical
premise supports a disputable non-statistical conclu-
sion.  Focusing on deduction gives traditional statistics
a great benefit (‘validity’ and ‘objectivity’) but it does
so at a great price (‘narrowness’ and perhaps even ‘ir-
relevance.’)

The relation between evidential statistics and tradi-
tional classical statistics is similar to that between
macroeconomics and microeconomics.  Traditional
statistics might be like micro-statistics while evidential
statistics might be viewed as macro-statistics.  Macro-
statistics (evidential statistics) is needed to tie things
together–to integrate statistical claims into broader
arguments and issues.

8. Evidential Statistics and Kinds of Studies

Evidential statistics focuses on the difference between
experiments and observational studies.  Students often
cannot distinguish one from the other and often mis-
take  an observational study for an experiment.

In traditional statistics, the kind of study is irrelevant
as long as the process is random.  A two-t test is valid
regardless of whether the random data came from an
experiment or from an observational study.

In evidential statistics, the kind of study is most rele-
vant – it indicates the amount of support that study can
provide in upholding a claim of direct causation.

Inferences about direct causation are much stronger
when based on experiments than when based on obser-
vational studies.  In experiments, researchers can rule
out many potentially confounding factors by taking
control of their values: directly or statistically.  In an
observational study, there is always the possibility of an
alternate explanation.

Evidential statistics deals primarily with observational
studies.  It takes much greater skill to evaluate the
strength of an argument based on an observational
study.  It requires wisdom to identify what factors
should have been taken into account (controlled for).

Traditional statistics focuses on the strongest studies
(e.g., controlled clinical trials) where evidential statis-
tics is least important.  Students need experience ana-
lyzing statistics obtained from weaker studies that in-
volve less control.

9. Evidential Statistics and Confounding Factors
Evidential statistics deals with potentially confounding
factors that can provide alternate explanations to ob-
served associations.  The move from association to
causation is strengthened by taking into account (con-
trolling for) potentially confounding factors that might
better explain the observed association.

In analyzing a statistical association, evidential statis-
tics focuses on the search for alternate explanations
that have a greater explanatory power.  If the original
association vanishes (or reverses) after including other
confounding factors, then the comparative statistics do
not strongly support the expected conclusion (the
original conclusion).

In practice, the strength of any study is strongly influ-
enced by the quality of the study: the extent to which
relevant factors are taken into account.

10. Evidential Statistics and Florence Nightingale

Florence Nightingale, the passionate statistician, used
evidential statistics to support her claims that im-
proved nursing care would save lives.  In 1859, she
noted that for every soldier killed in battle in the Cri-
mea, seven died after the battle.  But she recognized
that this eye-catching statistic gave only weak support
for her conclusion.  She had no evidence to show that
improved nursing care would have made a difference.

Florence Nightingale also presented a more mundane
statistic: the death rate of young soldiers in peacetime
was double that of the general population.  By selec-
tion, this study controlled for battle-related deaths and
for diseases not prevalent in Great Britain.  Although
less eye-catching, the mundane (two-fold) statistic ac-
tually gave stronger support for her claim than did the
eye-catching (seven-fold) statistic.  (Brown, p. 44)

Florence Nightingale introduced many techniques de-
signed to take into account (control for) confounding
factors.  She compared cases (soldiers in barracks) with
civilian controls.  She noted that mortality statistics
should be age-specific and that crude death rates can be
misleading.  (Johnson and Kotz).

11. Obstacles to Teaching Evidential Statistics

To teach evidential statistics, there are some obstacles
that must be overcome.

Need for appreciation of informal induction.
Mathematicians and statisticians must appreciate the
use of informal induction in trying to identify reason-
able conjectures and to create new paradigms.



Need for training.  Mathematicians are well trained
on deduction–an answer is either right or wrong.  Evi-
dential statistics is ultimately inductive.  It will take
training for mathematically trained statisticians to
teach and test students on evidential statistics.

Need for domain knowledge.  Teaching evidential
statistics requires knowledge about specific subjects:
their nature, their powers and the interactions with
other factors.  Evidential statistics cannot be taught as
an abstraction–it must be concretized.

Need for course reorientation.  In order to add addi-
tional topics into a one-semester course, several topics
must be omitted.  New texts, problems and tests will be
required.

12. Benefits of Teaching Evidential Statistics

There are great benefits in teaching evidential statistics
in an introductory statistics course.

Uphold importance of statistical literacy. If students
are to be able to read and interpret data, they must be
statistically literate.  Teaching evidential statistics is
essential to give them a foundation in critical thinking
about statistical claims.  The need for evidential statis-
tics is greatest in the humanities.  Journalists, policy
analysts, historians and philosophers all need to be able
to think critically about statistics.

Elevate intellectual status of discipline.  By helping
students learn to evaluate the strength of inductive ar-
guments, we are helping our students think more effi-
ciently and effectively about explanations and predic-
tions.  In so doing, statistics can become an essential
part of advanced education.

Reunite Bayesians and Frequentists.  The focus on
using statistics in arguments might help frequentists
and Bayesians find a more common ground.  Both can
focus more on the common goal (strength of belief that
a claim is true) and less on their differences (the prob-
ability that a fact is true).

Be a guide to public policy.  The president of the
ASA, David Moore, set the theme of this conference as
being “Statistics: A Guide to Public Policy.”  Eviden-
tial statistics can help statistics achieve that role.

13.  Conclusion

To be statistically literate, students in all majors need
access to an introductory statistics course covers all
four areas of statistics: descriptive, inferential, Baye-
sian and evidential.

To achieve statistical literacy for all, introductory sta-
tistics must be expanded to include evidential statis-
tics–the use of statistics as evidence in arguments in-
volving practical reasoning about causality.

Appendix:  Related Sources by Topic
Evidence based statistics are discussed in Say It With
Figures (Zeisel), in Prove It With Figures: Empirical
Methods in Law and Litigation (Zeisel and Kaye) and
in Statistics, the Principled Argument (Abelson).  Evi-
dence based statistics are commonly used in law.  See
Statistics and the Law by DeGroot, Fienberg and Ka-
dane, Statistical Reasoning in Law and Policy by
Gastwirth, The Evolving Role of Statistical Assess-
ments as evidence in the Courts by Feinberg, and A
Probabilistic Analysis of the Sacco and Vanzetti Evi-
dence by Kadane and Schum.

For a discussion of the identification problem in the
social sciences, see Identification Problems in the So-
cial Sciences (Manski) and Cohort Analysis in Social
Research: Beyond the Identification Problem (Mason
and Fienberg, editors).  See also Cross-Level Inference
(Alchen and Shively).

For a discussion of the conceptual primacy of the asso-
ciation between variables, see MacNaughton (1998).
The most complex cases occur when statistics in one
field (epidemiology, health, or education) are used to
support claims in another (law, policy, etc.).  See
Phantom Risk, Scientific Inference and the Law (Fos-
ter, Bernstein and Huber).

For examples of the use of critical thinking, see intro-
ductory statistics texts by Freedman, Pisani, Purves and
Adhikari (1991), Jessica Utts (1991), David Moore
(1993), Gary Smith (1998) and Gudmund Iverson
(1998).

For a discussion of observational studies and probabil-
istic causality, see Rosenbaum (1995) and Eerola
(1994).   For a discussion of epidemiology, see Kelsey,
Thompson and Evans (1986) and Bailar (1994).   For a
discussion of statistics and journalism, see Cohn
(1992).

For a discussion of epistemology and logic, see Rand
(1965) and Kelley (1994).  For a discussion on the
philosophy of Science, see Howson and Urbach (1993)
and Mayo (1996).
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